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In addition to regulation and long-term policies, 
an inexpensive way of curbing the spread of false 
information online would be to take action as early 
and as upstream as possible, influencing internet 
users themselves. The desire of individuals not to 
appear ill-informed in the eyes of their audience, 
thereby damaging their reputation, could be an 
effective lever, as shown by the different treatments 
tested with a group of internet users in a recent 
empirical survey to which Émeric Henry contributed.
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Social media has fundamentally changed the 
way we interact, communicate and access infor-
mation. Its potential to spread misinformation is 
a major concern for citizens and politicians alike. 
Political misinformation is rife on platforms such 
as Facebook, X/Twitter and Reddit. This is worry-
ing given that a substantial share of users rely on 
these platforms to get information.

A delicate balance needs to be struck between 
combating false information and protecting free-
dom of expression. In the United States, constit- 
utional limits hinder the regulation of content 
moderation. The European Union does plan to 
regulate platforms via the Digital Services Act 
(DSA), but for the time being the focus is on ille-
gal content while significant political misinfor-
mation continues. Some researchers are 
advocating for the introduction of digital educa-
tion programmes to teach citizens to distinguish 
between accurate information and fake news as a 
long-term solution to combat the phenomenon. 

A completely different approach consists of influ-
encing users before they decide whether or not to 
share content on social media, that is, taking 
 action as early as possible. Such a policy would 
be less costly and some of its components would 
be easy to implement. It could involve requiring 
confirmation clicks when the decision is made to 
share, encouraging users to think about the con-
sequences of sharing false information – an in-
tervention known as a ‘nudge’ that was recently 
demonstrated to be effective by psychologist 
Gordon Pennycook and David Rand, professor of 
management science, brain and cognitive 
sciences – or even offering fact-checking, as 
some platforms already do.

How can we encourage 
people to think before 
they share?

How effective could these various interventions 
be? What mechanisms do they activate? A recent 
experimental study on ‘Curtailing False News, 
Amplifying Truth’ provides some answers. 
Conducted by Sergei Guriev, Émeric Henry, Theo 
Marquis and Ekaterina Zhuravskaya during the 
2022 mid-term legislative campaign in the 
United States, it used different treatments to 
 assess their impact on the circulation of both 
false and true information. The study exposed 
3,501 American X/Twitter users to four political 
news tweets: two containing misinformation 
and two containing facts.

The participants, who had to decide whether or 
not to share one or more of these tweets on their 
X/Twitter account, were randomly divided into 
groups to receive different treatments. In the 
first group (the No policy control group) they 
could do whatever they wanted with these four 
tweets. In the second group (Require extra click), 
they had to click one more time to confirm their 
sharing decision – a slightly more tedious pro-
cess. In a third group (Prime fake news circula-
tion), they received a ‘nudge’ message prior to 
sharing, inspired by the incentives proposed by 
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Pennycook and Rand: ‘Please think carefully be-
fore retweeting. Remember that a significant 
amount of fake news circulates on social net-
works.’ The fourth group, Offer fact-check, were 
informed that two tweets contained false infor-
mation detected by PolitiFact.com, a well-known 
fact-checking non-governmental organisation. 
They were given the link to access the fact-check. 
At the end of the survey, all participants were 
asked to rate the veracity and partisan tendency 
of each post.

The figure above illustrates the effects of the dif-
ferent treatments on the sharing of false infor-
mation (left-hand panel) and true information 
(right-hand panel). It shows that all the treat-
ments helped to reduce the rate of sharing false 
information. In the Require extra-click, Prime 
fake news circulation and Offer fact-check groups, 
the sharing rates were respectively 3.6, 11.5 and 
13.6 points lower than in the control group, bear-
ing in mind that 28 per cent of the latter’s mem-
bers shared one of the tweets containing false 
information. However, not all the interventions 
had the same effect on the rate of sharing true 
information, which was 30 per cent in the control 
group: asking for an extra click before sharing 
had no discernible effect; offering access to a 
fact-check reduced the sharing of truthful tweets 
by 7.8 percentage points; but sending a behav-
ioural warning message (Prime fake news circu-
lation) increased the average rate of sharing 
truthful tweets by 8.1 points.

All these results establish a clear hierarchy of 
the effectiveness of policies designed to improve 

the accuracy of shared content. The Prime fake 
news circulation policy, which encourages users 
to think about the consequences of sharing false 
information, appears to be more effective, as it 
encourages the ‘sharing discernment’ advocated 
by Pennycook and Rand: it increases the sharing 
of true information while decreasing the sharing 
of false information.

The major impact 
of reputation effects

To understand the mechanisms underlying the 
differentiated effects of these treatments on the 
sharing of true and false information, the study 
looked at the motives that encourage users to 
share information on social media. It shows that 
the perception of veracity reinforces the sense 
that sharing information is useful for reputat- 
ional reasons, that’s to say not wanting to appear 
ill-informed in the eyes of one’s audience. 
Information matching the user’s opinion also 
increases feelings of satisfaction when sharing 
it, be it to convince an audience or to signal po-
litical identity.

The study confirms that it is possible to influ-
ence sharing through three processes: updating, 
salience and cost of sharing. The first process 
leads users to revise their beliefs about the verac-
ity or partisan alignment of content. For exam-
ple, exposure to fact-checking aims to change 
one’s perception of information accuracy. The 
second process increases the salience of reputa-
tional concerns over partisan motives, so that 
the user pays more attention than before to the 
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veracity of information when deciding to share 
it. Treatments that encourage caution (Prime 
fake news circulation), for example, are designed 
to affect this salience. The third process, which 
consists of requesting an additional click for 
confirmation, regardless of information veracity, 
increases the cost of sharing for the user. Each 
process affects this cost.

The figure below breaks down the effects of 
these three processes. Surprisingly, treatments 
designed to revise beliefs about the veracity of 
information, such as fact-checking, have little 
impact. In fact, the overall effect of each treat-
ment stems from a combination of the salience 
of reputational concerns, partisan motives and 
the cost of sharing. Salience in particular ex-
plains the difference between the effects of the 
treatments on the sharing of true and false 

information. Improving (or protecting) one’s rep-
utation increases the sharing of true informa-
tion and reduces the sharing of false information. 
All the treatments, to varying degrees, increase 
salience, with the message encouraging caution 
(Prime fake news circulation) having the greatest 
effect. At the same time, the friction associated 
with the different treatments reduces the shar-
ing of both true and false information. The addi-
tional costs of the Prime fake news circulation 
treatment are considerably lower than those of 
the Offer fact-check treatment, which makes this 
type of intervention more effective in increasing 
the sharing of true information.

A question of efficiency

The results of this study have two implications 
for policies aiming to fight misinformation. 
First, they confirm the effectiveness of short-
term actions to encourage users to think about 
the consequences of circulating false informa-
tion, as recommended by Pennycook and Rand. 
This method reduces the sharing of false infor-
mation and increases the sharing of true facts, 
without reducing the overall engagement of 
 social media users. Second, these results show 
that with fact-checking users share less false in-
formation, not because they discover that it is 
false, but because at the moment of sharing they 
become aware of the need to check the veracity 
of the information. As a result, despite involving 
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significant investment, fact-checking by profes-
sional verifiers could be less effective than 
fact-checking by an algorithm, which is faster 
(occurring earlier in the sharing process) and 
less costly, but more prone to error. In the latter 
case, the user is quickly informed that the con-
tent was flagged as suspect by the algorithm, 
heightening concern for veracity.

These short-term policies are obviously comple-
mentary to, and not a substitute for, long-term 
policies such as digital literacy. The study also 
shows an interesting mechanism that under-
scores this complementarity: if the users, con-
cerned about their reputation, know that their 
audience is more alert to misinformation as a 
result of better education, they are less likely to 
spread misinformation. However, short-term 
policies are likely to foster habituation, which 
may reduce their effectiveness. It might be wise 
to use them only during periods of heightened 
risk, such as election campaigns.
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Sign outside a hot dog restaurant in Chicago, after the televised 
presidential debate on 11 September 2024, during which Donald 
Trump claimed that in Springfield, Ohio, immigrants were stealing 
people’s dogs and cats to eat them.
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