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The geometric representation of the positioning 
of political parties and individuals according 
to different dimensions, a standard feature 
of comparative political studies, has only 
recently emerged in the analysis of digital data. 
The visualisations presented here by Pedro 
Ramaciotti, Jean-Philippe Cointet and Tim Faverjon 
are based on analyses carried out on the digital 
traces of X/Twitter accounts. This research opens up 
avenues for regulators to prevent the risk of political 
profiling of platform users without their knowledge.

Using digital 
traces to enforce  
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The proliferation of exchanges via social net-
works and the democratisation of automatic 
learning algorithms, which ‘calculate’ individu-
als on the basis of their behavioural traces, are 
giving rise to growing mistrust. These technolo-
gies, which define the form and rules of interac-
tion within the digital public space, are accused 
of increasing the polarisation of debates, en-
couraging the proliferation of hate speech and 
spreading disinformation (fake news), among 
other issues. Such fears underscore the need to 
focus on existing regulatory mechanisms to 
guarantee democratic principles.

Since the mid-2010s, Europe has created an inno-
vative regulatory framework through a series of 
legal instruments such as the Artif icial 
Intelligence Act, the Digital Services Act (DSA), 
the Digital Markets Act (DMA) and the General 
Data Protection Regulation (GDPR). Two of these 
– the GDPR and the DSA – seek to protect 
European Union (EU) citizens from intrusive data 
collection and advertising that uses personal in-
formation such as ethnic origin, sexual prefer-
ence, religion and political opinion (Article 26.3 of 
the DSA, which refers to the list of sensitive cate-
gories from Article 9.1 of the GDPR). On 14 March 
2024, less than a month after the DSA came into 
force, LinkedIn was censured by the European 
Commission, which suspected the platform of 
using sensitive data (including political prefer-
ences) from users to expose them to targeted ad-
vertising. Article 34 of the DSA also requires 
platform operators to assess the risk that their 
services, including recommendation and moder-
ation systems, pose to ‘freedom of expression and 
information, including freedom and pluralism of 
the media’. Europe’s leading role in protecting 
democratic principles online is laudable. 

It is nonetheless legitimate to question the ef-
fectiveness of these legal tools. The DSA pro-
hibits platforms from engaging in political 
profiling for advertising purposes, but what 
tools does the regulator have to detect this type 
of profiling? Similarly, social networks are 
given real responsibility for the variety of opin-
ions visible online. However, the amplification 
systems that make the algorithms so addictive 
are also likely to produce an incomplete or bi-
ased view of opinions. So how to identify and 
quantify this deviation from the pluralist ideal? 
How to measure the diversity of opinions ex-
pressed on a given subject? The problem is two-
pronged. First, the information space to which 
users are exposed through the prism of the 
platforms needs to be observable. Second, the 
space in which respect for political diversity is 
desirable needs to be clarified. How should this 
diversity be measured? Should the ideological 
indicator be based on the right-left spectrum? 
Or should it be gauged in other attitudinal di-
mensions linked to sometimes emerging issues 
such as immigration, globalisation, cultural 
and environmental issues?

Europe’s 
leading role 
in protecting 
democratic 
principles 
online is 
laudable.
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Measuring the opinions 
of large populations 
using their digital 
footprints 

While it is common practice in comparative pol-
itics to use geometric representation to position 
parties or politicians along predefined axes, this 
type of practice has only recently emerged in the 
analysis of digital data. The nature of this data, 
generally resulting from behavioural traces left 
by individuals, depends on each platform; it typ-
ically includes information on what users share, 
write or ‘like’. They are of particular interest 
when they are produced by large populations of 
users, enabling conclusions to be drawn about 
national political systems on a large scale with 
greater robustness.

Using behavioural traces to estimate the posi-
tions of individuals according to ideological di-
mensions or spectrums1 (opposing right and left, 
for example) or positions (for or against) on 

1  An ideology can be described as a structure of attitudes related to 
a certain number of issues in the political debate.

various public policies is a relatively old practice. 
In the 1980s, pioneering work used parliamentary 
voting data to position legislators on ideological 
spectrums. The intuition was that legislators vot-
ing for the same laws were probably very close 
ideologically. Conversely, if their votes were 
rarely in agreement, then they were very far apart. 
Gradually, all these patterns of behaviour cre-
ated a political space that enabled each player to 
be finely positioned in a one-, two- or even mul-
ti-dimensional space. The same is true today of 
digital traces, which can betray the political pref-
erences of users when we collect the media they 
retweet or the accounts of politicians they follow 
(to mention only the case of X/Twitter).

Data collection at the 
Global Centre for Combating 
Extremist Ideology during an 
official visit by US President 
Donald Trump to Riyadh, 
Saudi Arabia, May 2017.
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The European Polarisation Observatory2 (EPO), 
led by Sciences Po, is tackling the measurement 
of the public opinion of large populations (from 
hundreds of thousands to several million users 
per country) based on their digital traces. While 
the first studies using social network traces, 
mainly sought to position individuals and con-
tent on spectrums opposing liberals and con-
servatives (particularly for political analysis in 
the United States), the research carried out 
within EPO seeks to extrapolate these studies 
for the different national contexts in the EU. 
Statistical inference methods3 are developed 
using various databases that have been used to 
characterise the political space defined by the 
parties in each country. For example, data from 
the Chapel Hill Expert Survey are used to posi-
tion the political parties on dozens of ideologi-
cal dimensions or public policy issues that 
structure each national context: right-left, 
European Union, immigration, confidence in 

2  The European Polarisation Observatory (EOP) was founded by 
Sciences Po in 2021, in partnership with the London School of 
Economics, Bocconi University, Central European University, 
Hertie School, and the Romanian National School of Political 
Sciences and Public Administration, together known as the CIVICA 
network, and in collaboration with the ExcellencES consortium of 
France 2030 (CNRS, INRIA and Sorbonne University). Its mission is 
to study polarisation in multi-polar and multi-thematic European 
sociopolitical systems. 

3  Methods for inferring the characteristics of a general group from 
those of a particular group, with a probability of error. 

institutions and elites, etc. This expert data ena-
bles validation and calibration of the results ob-
tained by analysing digital traces and, above all, 
expansion of this classification to the party level 
across very large populations.

Measuring online 
behaviour and 
exposure according 
to political preferences

Because their political positioning has been 
 estimated along dimensions specific to their 
 national contexts, and because these estimates 
are linked to digital traces (unlike, for example, 
traditional survey data), these populations could 
become a primary source of metrics for the reg-
ulator to assess political profiling. This is illus-
trated by two studies published in 2023 and 
2024, respectively: one on the relationship be-
tween polarisation and disinformation online, 
and the other on algorithmic content recommen-
dations on social media.

Online misinformation is one of the central 
 issues in moderating and regulating platforms. 
Understanding the determinants of fake news 
sharing is key to fighting disinformation better. 
Research carried out in the United States has 
shown that disinformation is mainly spread by a 

INFERENCE OF THE POLITICAL POSITIONING OF INDIVIDUALS  
ACCORDING TO TWO POLITICAL DIMENSIONS,  

FROM THEIR DIGITAL TRACES

Produced from the digital traces of 400,000 users 
of X/Twitter, this graph shows the high prevalence 
of anti-elite sentiment among far right and far left 
leaning parliamentarians, political parties and 
individuals. The values presented on the x 
coordinate and the y coordinate (Likert scale) 
range respectively from 0 (extreme left) 
to 10 (extreme right) and from 0 (no anti-elite 
sentiment) to 10 (very strong anti-elite sentiment).  

Source: P. Ramaciotti et al., ‘Inferring Attitudinal 
Spaces in Social Networks’, Social Network Analysis 
and Mining, 13 (1), 2022, p. 14.

Abbreviations: 

CHES = Chapel Hill Expert Survey 

EELV = Europe écologie Les Verts 

LC = Les Centristes 

LFI = La France insoumise 

LR = Les Républicains 

LREM = La République en marche 

MoDem = Mouvement démocratique 

PCF = Parti communiste français 

PRG = Parti radical de gauche 

PS = Parti socialiste 

RN = Rassemblement national

Traitements  

No policy 

Require extra click 

Prime fake news circulation

Offer fact-check 

Ask to asses tweets  

Members of Parliament
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small share of the population on the fringes of 
the political spectrum, and particularly on the 
far right. The populations produced by EPO at 
an EU level enable an extension of the results ob-
tained in the United States to other countries, 
accounting for the specific political dimensions 
that structure their digital space. The best illus-
tration of these results is the aforementioned 
2023 study, which analysed misinformation cir-
culating on X/Twitter. It shows that in France 
fake news-sharing behaviour is largely deter-
mined by the position of accounts along two in-
dependent dimensions: on the one hand, the 
right-left axis, and on the other (and perhaps 
above all), the anti-elite sentiment and distrust 
of institutions harboured by certain accounts.

Analysis of algorithmic content recommenda-
tions further illustrates the challenge facing reg-
ulators. To comply with Article 34 of the DSA, 
platforms must assess the impact of algorithmic 
recommendations on plurality and freedom 
of access to information. In countries where X/
Twitter is the platform of choice for journalists 
and political figures – as is the case in almost all 
of Western Europe and on the other side of the 
Atlantic – it is easy to imagine the consequences 
of targeted algorithmic amplification that would 
favour or penalise messages and content ema-
nating from a single party or reflecting the per-
spective of a single political camp.

To analyse these issues, researchers, who are ex-
plicitly given this role by article 40 of the DSA, 
need to have access to both the data on platform 

recommendations and a political characterisa-
tion of the content recommended and the users 
to whom it is offered. This is the purpose of the 
2024 study on algorithmic recommendations, 
based on digital populations produced by EPO, 
in collaboration with the CNRS (the ‘Horus’ pro-
ject). By jointly assessing the political positions 
of the authors and recipients of recommended 
messages, this study provides the first quantita-
tive assessment of the political diversity of rec-
ommendations to which players in the French 
Twittersphere are exposed. It clearly shows (see 
figure above) that recommendations obey a logic 
of ideological segregation: users from the left, 
centre and right are overexposed to messages 
from their respective political camps, though to 
a lesser extent for centrists. In other words, mes-
sages published by friends who share the same 
opinions are systematically amplified by the al-
gorithm. The only exception to this boost for ide-
ological proximity is that the algorithm also 
amplifies messages from far-left-wing users 
among right-wing users, to the detriment of con-
tent published by moderates. It is also interest-
ing to note that the reverse is not true, and that 
left-wing users appear to be underexposed to 
content from the right (in almost the same way 
as content from moderates).

X/TWITTER USERS SPREADING FAKE NEWS  
BY AREA OF OPINION SPACE

Produced from the digital 
traces of 400,000 users  
of X/Twitter, this graph shows 
that the higher the anti-elite 
sentiment, the greater the 
tendency to share fake news. 
Points A, B and C denote left, 
centre, and right political 
positions, respectively, 
among users with high  
anti-elite sentiment. The GRT 
(global ratio threshold) is the 
perimeter within which users 
share more fake news than the 
population average.  

Source: P. Ramaciotti  
et al., ‘The Geometry 
of Misinformation. Embedding 
Twitter Networks of Users 
Who Spread Fake News 
in Geometrical Opinion 
Spaces’, Proceedings 
of the International AAAI 
Conference on Web and 
Social Media, 17, 2023, 
pp. 730–741.

Abbreviation:   CHES = Chapel Hill Expert Survey        GRT = global ratio threshold

Online 
misinformation 
is one of the 
central issues 
in moderating 
and regulating 
platforms.

Périmètre du sondage Chapel Hill Expert Survey (CHES)
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Can artificial 
intelligence 
inadvertently generate 
political profiles?

The digital traces of platforms enable building 
unprecedented bridges between computer sci-
ence and comparative politics.4 A question that 
must be considered is whether the artificial in-
telligence (AI) algorithms used to recommend 
content on platforms might inadvertently build 
political profiles of users in their deep layers. AI 
technologies exploit massive quantities of data 
and produce complex statistical models to calcu-
late, for example, predictions or information 
rankings (which feed into algorithmic recom-
mendations). However, these models are not al-
ways comprehensible or explainable, which is 
why they are often referred to as black boxes. 
Hence the risk that recommendation algorithms 
may unwittingly internalise political user pro-
files in their calculations. If so, how can this phe-
nomenon be detected, measured and, i f 
necessary, protected against?

These questions are justified for two reasons. 
First, the creation of profiles within AI models 
would constitute a breach of Article 26 of the 
DSA and would, in practice, mean an unwanted 
shift in the responsibility of platforms, which are 

4  This is the goal of the ‘AI-Political Machines’ (AIPM) project, 
funded by the Project Liberty Institute at Sciences Po, which uses 
populations with political positions produced by EPO. 

hiding behind the opacity of the models. 
Detecting these profiles in AI models could also 
prevent intentional but stealthy breaches of 
Article 26. For example, if the operator of a plat-
form is convinced that its AI model will provide 
relevant political advertising to its users (by an-
ticipating what content will be shown to users of 
a particular political persuasion), without hav-
ing to make this explicit in the design of its AI 
model, it will be able to offer targeted political 
advertising as a service while claiming that the 
users’ political profile remains unknown to the 
machine. Second, efforts to moderate the nega-
tive phenomena caused by the political diversity 
of the content consumed (such as exacerbated 
polarisation) raise complex normativity issues: 
what degree of content diversity should be im-
posed on users? Who should measure it and who 
should impose it?

In addition to revealing the political profiles of 
users, it is conceivable that these models could 
be used to selectively delete information that 
might betray an individual’s political pref- 
erences. Is it possible to design recommendation 
systems that are blind to politics, that comply 
with legislation, but that remain relevant to the 
user? Developing the ability to map the political 
space suggested by digital traces is key to an-
swering this question. And it is crucial in this 
respect that digital platform data be widely au-
ditable by research.

AMPLIFYING EFFECT OF POSTS ON X/TWITTER IN FRANCE
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The graph shows the 
amplifying effect of posts  
on X/Twitter resulting from 
the application of algorithmic 
recommendations on the 
platform, according to the 
political position of authors 
(in colour) and readers 
(on the x-axis) in France.

Source: P. Bouchaud and P. Ramaciotti, ‘Auditing the Audits: Evaluating Methodologies for Social Media Recommender System Audits’, 
Applied Network Science Journal, 9, 2024.
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Algorithmic recommendations  
obey a logic of ideological segregation: 

users are overexposed  
to messages from their respective 

political camps.
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